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What is machine learning?

Training data

Learning algorithm

x y
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Larger and larger models

These models are still trained to map inputs to outputs:

depictsthe star wars
franchise ...

the star wars franchise depicts the adventures of characters a long time
ago in a galaxy far , far away , in which humans and many species of
aliens . . .

But the models are exploding in size:
• GPT-4 has a trillion parameters
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Large models in several modalities

• Text processing: ChatGPT, GPT-3.5, GPT4, LLaMA, PaLM

• Speech processing: Whisper, WavLM, HuBERT

• Computer vision: ResNet, CLIP, Dall-E

• Video: Vid2Seq
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Machine learning with limited resources

I want to use machine learning to solve task X . This task isn’t directly solved by one
of the available models.

Two resource problems:
1. My computational resources aren’t big enough.

(You might have a big enough machine/GPU to load an existing model, but the
machine will probably not be big enough to train the model.)

2. I don’t have enough labelled training data for the problem I want to solve.
(GPT-3 was trained on roughly 500B tokens.)

This talk will look at a number of examples of how we are tackling these two
problems at Stellenbosch University.
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Machine learning with limited compute
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Machine learning with limited data
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Hate-speech detection in radio broadcasts

Ranking

N.

1.
2.
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Limited compute and limited data
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Limited compute and limited data

WavLM HiFi-GANWavLM

Source utterance Reference utterance(s)

kNN regression

...

Output

query

matching set

https://interspeech2023blind.github.io/knn-vc/
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Structured MSc in machine learning and AI

• Mathematics for ML

• Foundations of Deep Learning

• Probabilistic Modelling and Reasoning

• Applied ML at Scale

• Computer Vision

• Natural Language Processing

• Reinforcement Learning

• Sequence Modelling

• Advanced Probabilistic Modelling

• Optimisation for ML

• Monte Carlo Methods

• AI and the Brain

• Advanced Topics in ML and AI

• Research project

https://mlai.sun.ac.za/
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IntroML: Short-course

• 2/3 days in-person in Stellenbosch

• Will cover the fundamentals

• Linear regression to neural networks

• Machine learning methodology
(train, val, test)

• All practicals in Python

• Planned for spring 2023

Expression of interest: kamperh@sun.ac.za
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Thank you
Enkosi
Dankie


